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• Details: Cross-lingual self-supervised models, like mBERT, XLM, and
XLM-R for text, XLS-R for speech, have achieved remakable results on
a series of downstream tasks. Language clustering, which measures the
cross-lingual similarity among languages, can be leveraged to further im-
prove cross-lingual transferablity of these models. Different linguistic dis-
tances, including geographic distance, genetic distance, inventory distance,
syntactic distance, and phonological distance, are usually adopted to mea-
sure similarity among languages and then cluster them. However, how
languages are implicitly clustered in multilingual language models, is still
unclear.

In this thesis, the task is to address one or more of the following research
questions.

– Language clustering on text level.

– Language clustering on speech level.

– Comparison among clustering results with different methods.
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