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Summary: Modern Transformer-based text classifiers achieve strong performance, but their deci-

sions are often difficult to interpret. This thesis will systematically compare widely used
post-hoc local explanation methods for Transformer classifiers, including gradient-based
saliency, Integrated Gradients, attention-based variants (e.g., attention rollout / atten-
tion flow), and perturbation-based token occlusion. The student will evaluate these
methods on one or two standard text classification tasks (e.g., sentiment analysis and/or
toxicity detection) using faithfulness metrics such as deletion/insertion curves and (when
explanations are converted into rationales) sufficiency/comprehensiveness. A small-scale
human plausibility check can be added as a sanity check of whether highlighted evidence
aligns with human intuition. The expected outcome is a reproducible evaluation pipeline
and practical recommendations on when different explanation methods are reliable.

Requirements: Solid programming skills in Python; basic knowledge of machine learning and NLP;
familiarity with (or willingness to learn) PyTorch and HuggingFace Transformers; careful
experimental practice (reproducibility, ablations) and ability to write a clear thesis in
English.
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