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Summary: Unlike text-based language models that operate on subword tokenizations, pixel-based

language models process text purely through its visual form. As a result, pixel-based
models are expected to produce similar representations for texts that are visually similar,
even when they differ at the character level. In contrast, text-based models may tokenize
such inputs into entirely different subwords, yielding divergent representations. This
project aims to systematically evaluate the robustness of pixel-based models to textual
perturbations – such as typos, character swaps, and visually minimal edits – and to
compare their behavior against standard text-based architectures.

Requirements: enthusiasm, good programming background (preferably Python), good knowledge of
NLP, a good command of PyTorch and HuggingFace.
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