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Topic: A Prompt Stress-Test Suite for LLM Media-Bias Judgments
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Level: BSc
Summary: The student will implement a compact “prompt perturbation” benchmark for media-bias

judgments (e.g., role vs neutral prompts, alternative bias/framing definitions, and output
formats such as label vs rationale vs scalar). Using a fixed dataset slice and 1–2 models,
they will quantify stability (agreement/variance) and produce a small taxonomy of failure
modes. Deliverable: a reproducible evaluation harness + short report.
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