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Summary:

Efforts in the field of mechanistic interpretability have lead to insights on how factual
knowledge and bias are internally represented in LLMs. A recent set of works has focused
on mechanisms of knowledge acquisition – concretely, on the evolution of factual recall
throughout continual pre-training. Ou et al. 2025; Zucchet et al. 2025 find that the
evolution of knowledge circuits follows a deep-to-shallow pattern, where deeper layers
extract the relevant information for the task and shallow layers enrich their knowledge
representation with more specific knowledge. This is accompanied by evolutions in the
role of model components, which become more specialized as training progresses (Hakimi
et al. 2025). Previous work has hinted that bias may be represented in LLMs differently
than facts – Kirsten et al. 2025 show that different inference acceleration techniques affect
biased and factual predictions differently. This body of work begs the question: how do
continual pretraining dynamics affect socially biased representations and associations in
the model?
A pipeline for the development of this project can look like:

• Choosing a dimension of social bias to explore (dimensions that have been previ-
ously studied in mechanistic interpretability include gender bias, demographic bias,
and racial bias);

• Identify bias-related circuits across checkpoints of a small open-weight LLMs
(OLMo-1b) with an efficient circuit analysis method (such as Information Flow
Routes, proposed by Ferrando and Voita 2024);

• Analyze the evolution of bias-related circuits throughout training with assessments
of performance, topology, and the role of individual components.

Requirements:
• Enthusiasm!

• Good command of Python, Pytorch and HuggingFace’s transformers library

• Solid knowledge of ML and NLP concepts (particularly the Transformer architec-
ture)
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