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Large Language Models (LLMs) are increasingly used as cost-effective annotators in text
classification pipelines, yet their reliability varies widely across instances. Some examples
can be labeled accurately by small models, while others require escalation to stronger
models or human experts. Existing Active Learning (AL) methods focus on what to
label, but largely overlook who should label each instance and at what cost. This thesis
proposes an Ability-Aware Active Learning system that jointly optimizes three coupled
decisions: Acquisition: which unlabeled examples maximize learning value; Routing;:
which oracle (small LLM, larger LLM, or human) should label each selected example;
and Adaptation: how selective fine-tuning on human-routed examples can expand the
small model's capabilities across AL rounds.

This work leverages Query-Level Uncertainty (QLU), specifically the Internal Confidence
metric from Chen and Varoquaux|2025| which estimates whether an LLM can confidently
handle a query before generating any tokens. Unlike existing triage systems (Jung et al.
2025, Rouzegar and Makrehchi [2024) that compute confidence after expensive genera-
tion, QLU operates on prefill only (parallel input processing), enabling pool-scale triage
of unlabeled examples efficiently. The thesis integrates QLU into a unified framework
that jointly optimizes acquisition, routing, and adaptation while maintaining calibration
throughout the pipeline. The system is evaluated on anti-immigrant content classifica-
tion in German TikTok political comments, a challenging domain with implicit rhetoric,
dynamic, and multi-party political context.

Research questions:

1. How well does pre-generation Internal Confidence (QLU) correlate with classi-
fication accuracy compared to post-hoc uncertainty signals (output probability,
consistency)?

2. Under a fixed budget (total human labels + LLM tokens), does ability-aware rout-
ing + QLU-based acquisition outperform: Random Sampling, Uncertainty Sam-
pling with post-hoc signals, and Triage-only without active acquisition.

3. Does pre-generation Internal Confidence correlate with the quality and faithfulness
of post-hoc explanations?

Supervision can be provided in either German or English.

= Strong interest in NLP, text classification, and reliable human-in-the-loop annota-
tion

= Solid Python skills and experience with deep learning frameworks (PyTorch, Hug-
ging Face Transformers)

= Basic familiarity with Active Learning concepts (or willingness to learn quickly)

= Lihu Chen and Gaél Varoquaux (2025). “Query-Level Uncertainty in Large Language Models”. In: arXiv
preprint arXiv:2506.09669. URL: https://arxiv.org/abs/2506.09669
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