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Hate speech and online toxicity detection are classic examples of highly imbalanced
classification problems: harmful content is much rarer than benign text, but far more
important to detect reliably. Standard supervised learning struggles in this setting,
models are biased toward the majority class, recall on harmful content is low, and
collecting enough labeled toxic examples is costly. Recent large language models
(LLMs) make it feasible to generate labeled synthetic hate speech, borderline cases,
and non-toxic examples, which can be used to “warm-start” smaller classifiers before
running active learning (AL) on real, unlabeled comments. In this project, the student
will investigate whether LLM-generated synthetic data targeted at minority (harmful)
classes can improve downstream active learning on a real-world hate speech or toxicity
dataset with strong class imbalance.

Research questions:

1. How does pretraining a hate speech classifier on LLM-generated synthetic data
affect subsequent active learning performance compared to starting from a small
real seed set, under the same labeling budget?

2. How does synthetic warm-starting influence the behavior of common acquisition
strategies (e.g., uncertainty sampling, diversity-based sampling) in imbalanced set-
tings, in terms of which examples are selected and how quickly minority-class
performance improves?

3. Under what conditions (prompt style, amount of synthetic data, LLM choice, sub-
type coverage) does synthetic warm-starting degrade downstream active learning
performance or distort the decision boundary compared to training only on real
data?

Supervision can be provided in either German or English.

= Strong interest in NLP, text classification, and hate speech / toxicity detection.

= Solid Python skills and experience with deep learning frameworks (e.g., PyTorch,
Hugging Face, Transformers).

= Familiarity with Encoder Models and LLMs.

= Ideally, some prior exposure to active learning or class imbalance methods (e.g.,
oversampling, class weighting), but this can be learned during the thesis.
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