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Summary: Hate speech is not only characterized by offensive vocabulary, but often by pragmatic and
discourse-level strategies such as irony, provocation, dehumanisation, or stance-taking.
Many existing hate speech datasets focus on surface-level labels (e.g., hate vs. non-hate)
and neglect these communicative aspects. As a result, currentmodels often struggle with
implicit or context-dependent forms of hateful discourse.
The goal of this thesis is to explore whether pragmatic annotation categories can be reli-
ably applied by non-expert annotators and whether such annotations provide additional
value for hate speech analysis. The thesis will focus on a small, well-defined set of prag-
matic categories (e.g., speech acts, framing, stance) and apply them to a subset of an ex-
isting hate speech dataset.
Students will annotate pragmatic categories such as speech acts, stance, framing, irony,
provocation, and dehumanisation, guided by conceptual categories inspired by Hate-
Check.
Possible directions and experiments include:

• Design or adapt a concise annotation scheme for selected pragmatic categories rel-
evant to hate speech (e.g., speech acts, framing, stance-taking).

• Apply the annotation scheme to a subset of an existing hate speech dataset and
document annotation challenges.

• Measure inter-annotator agreement to assess the reliability and clarity of the prag-
matic categories.

• Perform an exploratory qualitative analysis showing how pragmatic annotations
capture implicit or context-dependent hate beyond surface-level keywords.

Possible M.Sc. extensions:
• Compare pragmatic annotation schemes or theoretical frameworks.
• Investigate correlations between pragmatic categories and model performance or
error patterns.

• Explore semi-automatic or model-assisted annotation.
• Conduct a small-scale classification or probing experiment using pragmatic labels.

Requirements: Basic programming and data handling skills in Python; interest in linguistics/pragmatics;
willingness to work with annotated text data.
For MSc students, familiarity with NLP methods, corpus linguistics, or experimental de-
sign is desirable. Prior experience with annotation studies, machine learning, or discourse
analysis can be incorporated depending on the student’s background.

Resources: Existing hate speech datasets (e.g., Davidson et al. 2017, Waseem & Hovy 2016, Hate-
Check), annotation guidelines and tools provided by the supervisor.
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