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Summary: Introduction

LLMs exhibit temporal bias due to imbalanced pretraining data, leading to poor perfor-
mance on historical/future time periods. This thesis designs and evaluates fine-tuning
strategies to reduce this bias, enabling robust temporal reasoning across diverse time-
frames.
Research Questions:

1. Can task-specific fine-tuning (e.g., temporal span extraction) improve LLMs’ temporal
reasoning accuracy on underrepresented time periods?
2. How do adversarial training or data augmentation strategies affect model robustness
to temporal distribution shifts?
Methodology:

- Develop a fine-tuning framework using temporal tasks (e.g., date-infilled QA, event
ordering) and datasets like COMPLEXTEMPQA.
- Experiment with few-shot learning, adversarial training, and synthetic data augmenta-
tion for temporal adaptation.
- Compare model performance against baselines using robustness metrics (e.g., accuracy
drop across time periods).
Expected Contribution:

A novel fine-tuning framework to mitigate temporal bias, with empirical validation on
downstream tasks and analysis of generalization limits.

Requirements: Huggingface, PyTorch, advanced NLP/Transformer knowledge, experience with model
fine-tuning.
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