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Summary: Some recent studies show that LLMs, e.g., Llama, tend to “translate” the input text

into a specific latent language, e.g., English, and “think” in that latent language in
the middle layers (we could roughly classify the layers in LLMs to early layers, middle
layers, and final layers based on the ordered layer sequence) (Wendler et al. 2024; Zhong
et al. 2024). The concepts in the input language are therefore always represented in
the latent language. For example, the hypothesis of how LLMs perform in-context
translation is as follows: concept and language are represented independently. When
doing the translation, the model first detects the target language from the context, and
then identifies the concept C. In the last layers, the model then maps C to tokens that
correspond to the concept C in the target language (Dumas et al. 2024). However, there
is an underlying assumption: the concept is language-irrelevant, or, there are always
equivalent words in that latent language to represent the concept. In this project, we
aim to “challenge” this assumption. We want to collect language-specific concepts – the
concepts that are almost unique in one specific language, or at least, the concepts that
are hard to express in other languages. Then we move further to investigate how these
concepts are represented in LLMs. Are they still be “mapped” to the latent language or
they just remain what they are in the original language?

Requirements: enthusiasm, good mathematical background and programming background (preferably
Python), good knowledge of NLP, a good command of DL framework (preferably Py-
Torch)
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