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Summary: Recent works have studied the linear representation of model features across a broad

spectrum of concepts such as truth, humor, and factual knowledge. Notably, Arditi et
al. (2024) use a set of contrastive pairs of harmful vs harmless instructions to identify
and steer a single direction that mediates refusal of user requests in LLMs. Steering
techniques have also been applied to the moral values of a model (Tlaie 2024) Addi-
tionally, it has been shown that multilingual models contain language-dependent moral
variability (Aksoy 2024). Having these works in mind, this project raises the question:
how does morality-steering impact multilingual models?
The project would entail:

• Reviewing frameworks for defining moral values (as described by Graham et al.
(2008), for example) and their application to current NLP research;

• Applying existing methods for steering directions in the activation space (such as
the one introduced by Arditi et al. (2024)) to multilingual models;

• Analyzing the moral framework of multilingual models pre and post steering.

Requirements:
• Enthusiasm!

• Good command of Python, Pytorch and HuggingFace’s transformers library

• Basic knowledge of ML and NLP concepts (particularly modern LLM architectures,
such as the Transformer architecture)
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