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 Thesis proposal

Topic: Analyzing the processing of idiomatic phrases in pretrained (and finetuned) trans-
former models

Supervisor: Lea Hirlimann
Examiner: Hinrich Schuetze
Level: MSc
Summary: Idiomatic phrases convey meanings that go beyond the literal interpretation of their indi-

vidual words, posing unique challenges for language models. In recent years researchers
have been able to trace different functionalities, knowledge and operators through the
transformer architecture, linking them to distinct submodules, such as layers, attention
heads, or neurons. Understanding how transformers process these idiomatic phrases ad-
vances their interpretability and might offer insights on cultural knowledge of the model.
This thesis will include the sourcing of a idiomatic data and the creation of altered coun-
terparts as input to a transformer model to analyze patterns across individual outputs
and activations correlated to the valid idiom, which contribute to the association of the
phrase with its non-literal meaning.
Following steps would include the visualization of individual phrase pairs and architectural
activation patterns and a comprehensive comparison with existing knowledge on the
functionalities within attention heads and layers.

Requirements: (recommended) good programming skills, enthusiasm to learn
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