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Summary: Large language models (LLMs) are proving to be extremely useful, as they can perform

NLP tasks without requiring labeled data, which either do not exist or are very limited
for a large portion of the world’s languages. These languages are often considered low-
resource in the field of NLP due to the scarcity of annotated datasets.
However, these models, which are trained on massive amounts of online data and repre-
sent multilingual capabilities, show a significant imbalance in their training data in favor
of English. This imbalance raises concerns about their performance for low-resource
languages, particularly in nuanced tasks such as detecting hate speech or analyzing sen-
timent.
The goal of this thesis is to investigate whether LLMs can be effectively applied to
NLP tasks for low-resource languages, with a particular focus on hate speech detection
or sentiment analysis. This will involve creating a labeled dataset in a low-resource
language (with respect to hate speech or sentiment analysis) and using this dataset to
evaluate the performance of LLMs.
Possible directions and experiments include:

• Annotate and validate a dataset for hate speech detection or sentiment analysis in
a low-resource language using the existing data collection pipeline.

• Evaluate the performance of LLMs (e.g., GPT models) on hate speech detection
or sentiment analysis using the newly annotated dataset.

• Analyze the strengths and weaknesses of zero-shot and few-shot learning ap-
proaches on the task, particularly for low-resource settings.

• Test and provide feedback on a client-side tool for NLP tasks (e.g., hate speech
detection or sentiment analysis) and assess its usability and performance for low-
resource languages.

• Conduct experiments to compare the performance of LLMs with other baseline
approaches, including smaller or specialized models trained on low-resource lan-
guages.

Requirements: Good programming and data processing skills (preferably using Python), enthusiasm for
multilingual language processing, and proficiency in a language considered low-resource
for hate speech or sentiment analysis (to be discussed with the supervisors).
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