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Summary: Federated learning [1] enables collaborative training of a shared model while keeping

data and model parameters local, thus eliminating the necessity to share potentially
sensitive information with a central server. Studies such as [2] further show the potential
of personalizing local models on client devices, enhancing the flexibility of federated
learning to cater to individual user needs, which can be beneficial in multiple applications.
In this project, we will explore and evaluate different customization techniques in a
simulated federated learning setup. Specifically, we will investigate methods to effectively
personalize client models to optimize performance on local datasets while preserving the
overall robustness of the collaboratively trained global model.

Requirements: Good programming and data processing skills (preferably using Python), good knowledge
of a DL framework (preferably PyTorch), ability to use different Transformer models,
enthusiasm, knowledge in a federated learning framework is a plus.
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