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Topic: Leveraging conceptual language similarity for cross-lingual transfer learning

Supervisor: Haotian Ye
Examiner: Hinrich Schütze
Level: BSc
Summary: Traditionally, languages have been categorized based on typologies such as phylogenetic

(genealogical) relationships or geographical proximities. [1] suggests that languages con-
ceptualize the world differently, dividing it into distinct concepts. This divergence offers
valuable insights into language similarity. On a related note, language similarity has been
shown to be a useful factor for cross-lingual transfer learning [3][4]. In this project, we
would like to explore whether conceptual similarity complements existing language simi-
larity measures and positively contributes to cross-lingual transfer performance. We will
select transfer languages based on conceptual language vectors [1][2] and evaluate their
effectiveness in transferring knowledge to target languages across a range of multilingual
datasets.

Requirements: Good programming and data processing skills (preferably using Python), good knowledge
of a DL framework (preferably PyTorch) and Transformers, enthusiasm and readiness to
publish positive results at a conference/workshop.
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