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Summary: Sparse Autoencoders (SAEs) (Ng et al. 2011) are neural networks designed to learn

compact, meaningful representations of data by enforcing sparsity in the hidden units,
ensuring that most remain inactive for any given input. This sparsity reduces polyseman-
ticity (Bricken et al. 2023), a challenge where a single neuron encodes multiple unrelated
features, resulting in more interpretable representations focused on essential patterns.
This property makes SAEs valuable for applications such as dimensionality reduction,
anomaly detection, and feature extraction.
This thesis aims to conduct a comprehensive survey on the current state of Sparse
Autoencoders, including their tools, evaluation metrics, use cases, comparison to
different methods, and a summary of current challenges and future directions.

Supervision can be provided in either German or English.
Requirements:

• Enthusiasm in NLP research

• Knowledge of Transformer-based language models

• Ideally knowledge of language model interpretability
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