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Summary: Data plays a critical role in NLP, serving as the foundation for training and evaluat-

ing models. However, the scarcity of high-quality, annotated datasets—especially in the
multilingual domain—remains a major obstacle. Languages with fewer speakers are par-
ticularly underrepresented in NLP research and applications. Synthetic data generation
using Large Language Models (LLMs) provides a scalable and cost-effective solution to
this issue. By leveraging the advanced capabilities of LLMs, it is possible to create diverse
and linguistically rich datasets that mimic human-generated text. This proposal aims to
explore and optimize LLM-based synthetic data generation for multilingual tasks.

• Analyze gaps in existing datasets.

• Use prompts or controlled generation to create realistic synthetic samples.

• Implement quality-check mechanisms.

• Compare the performance of models trained on synthetic data, real data, and their
combinations across multiple benchmarks.

Requirements: good programming skills, ability to use large scale language models.
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