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• Introduction:
Though large language models (LLMs) show impressive performance on various
tasks, the spatial reasoning abilities of LLMs are less studied by prior works. How-
ever, the spatial reasoning abilities are crucial for some tasks such as robotic path
planning and understanding spatial relationships of objects in human’s instructions.

This project aims at evaluating and improving the spatial reasoning abilities of
LLMs. Compared to prior work, we are more focused on LLMs’ long-horizon spatial
relationship understanding and sequential spatial planning capabilities. We will
create several tasks and corresponding datasets to evaluate current popular LLMs.
Moreover, we will try to propose methods to improve the LLMs’ performance on
these tasks.
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