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- Summary: Mul7lingual parallel corpora such as the Parallel Bible Corpus (PBC) [1] served as 
valuable resources for scaling the NLP models to cover a large number of languages. However, 
one single language some7mes could be wriJen in various conven7ons and different sources 
of text could employ different scripts and/or orthographies. For example, the Uyghur language 
can be wriJen in Arabic, Cyrillic or La7n alphabet; and the Achi language, although only uses 
La7n alphabet, has two dis7nct orthographies for two Bible transla7ons. These varia7ons 
render data from different sources non-comparable and will affect a model’s performance 
when encountering a non-familiar orthography or script. Drawing inspira7on from recent 
work like [2], this project aims to address this problem by extrac7ng correspondences from 
available parallel corpora as training data, and train a model to unify different orthographies 
and scripts. The expected outcome is a model that can automa7cally normalize differences in 
orthographies and scripts, for a wide range of languages within our parallel corpus. 
 
- Prerequisites: enthusiasm, interest for mul7lingual NLP, good programming background 
(preferably Python), familiarity with Deep Learning 
[1] hJp://www.lrec-conf.org/proceedings/lrec2014/pdf/220_Paper.pdf  
[2] hJps://aclanthology.org/2023.acl-long.809.pdf 
 


