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Description: Large language models (LLMs) have been shown to implicitly store vast amounts of

factual knowledge within their parameters. However, as the world evolves, some of this
knowledge may become outdated or incorrect. Recently, knowledge editing has emerged
as a promising way to update or correct specific factual information in LLMs without
retraining the entire model.
However, the impact of various knowledge editing methods on the internal mechanisms
of language models remains largely unexplored. A deeper understanding how different
editing techniques affect the underlying recall mechanisms in transformer models could
lead to more effective methods for knowledge editing and offer valuable insights for better
controlling LLM behavior.
In summary, this project aims to investigate how different knowledge editing approaches
affect the internal factual recall mechanisms in transformer-based language models and
to identify potential strategies for optimizing these editing techniques.

Requirements:

• Enthusiasm in NLP research
• Fluent in English
• Experience with programming in Python
• Basic knowledge of transformers-based language models
• Ideally knowledge of language model interpretability
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