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Many recent applications of LLMs require large amount of data to be collected and stored
centrally, causing concerns related to the privacy and security of the data. In contrast,
federated learning allows users to collaboratively train a shared model while keeping the
data locally, thus removing the necessity to share sensitive information with a centralized
server. However, concerns have been raised that naively applying federated learning
may not guarantee data privacy from a honest-but-curious central server, which may
recover some information that identifies a specific individual through, e.g., information
leakage and membership inference attacks. In this project, we would like to explore
privacy-preserving techniques like differential privacy and discuss their limitations (e.g.
the privacy-utility tradeoff factor).

good programming skills, ability to use different Transformer models; knowledge in a
federated learning framework is a plus.
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